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Expert Lecture
(Session: - 2022-23)
Topic of Talk: Hardware-aware Neural Architecture Search (HW-NAS)

Keynote speaker - Prof. (Dr.) Arun K. Somani, Associate Dean for Research, College of
Engineering, lowa State University, Ames, USA.

Date: - 04/02/2022

Keynote Session Time: 09:00 am - 09:30 am

Link of the Session: - https://meet.google.com/vsg-jngt-kbh
No. of Participant:-103

Summary of the keynote session:-
e Prof Somani, has talked about the Hardware-aware Neural Architecture Search.
e He has talked about convolutions operations, manually designed neural networks and
designing of neural networks.
e He has talked about pruning & its methods, quantization.
e He has talked about hardwares can be used for deep learning.
e He has emphasized on the neural architecture search — Reinforcement based,
evolutionary, DARTS.
Screen Shot of the Session:-
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Arun Somani
Department of Electrical and Gomputer Engineering
lowa State University

The presentation is based on the Ph.D. work of Krishna Teja Chitty-Venkata
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4" Convolution and “2” Pooling Operations for above network -
o Ashish Kumar
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Pruning

Pruning Methods:

= Magnitude of DNN Weights
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Illustration of NAS

Performance estimation: example
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Pruning Methodalogy
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+ Search space is a set of candidate neural network architectures.

* Search strategy defines how to explore the search space.

« Performance estimation strategy defines how to estimate/predict the performance of a given neural

network architecture in the design space.
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Hardware-aware Neural Architecture Search

* HW-NAS automates the design process to find models with trade-off between accuracy and performance
«  Metrics include latency, FLOPS, power consumption, energy, and memory usage, etc.
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Reinforcement-based NAS

What is Reinforcement learning (RL)?

In call
e RLis a type of ML technique that enables an agent to learn in an interactive enviranment by Vi 4 I o Anjall Pandey (You}
trial and error using feedback from its own actions and experiences

e The computer employs trial and error to come up with a solution to the problem Amit Kumar Sharma
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