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Vision and Mission of Institute 

Vision: “To promote higher learning in technology and industrial research to make our country a global 

player.”  

 

Mission: “To promote quality education, training and research in the field of engineering by establishing 

effective interface with industry and to encourage the faculty to undertake industry sponsored projects for 

the students.” 

Quality Policy 

We are committed to ‘achievement of quality’ as an integral part of our institutional policy by continuous 

self-evaluation and striving to improve ourselves. 

Institute would pursue quality in 

• All its endeavors like admissions, teaching- learning processes, examinations, extra and co-curricular 

activities, industry institution interaction, research & development, continuing education, and 

consultancy. 

• Functional areas like teaching departments, Training & Placement Cell, library, administrative 

office, accounts office, hostels, canteen, security services, transport, maintenance section and all 

other services.” 

 

Vision of CSE Department 

Vision of CSE department is to: 

V1: Produce quality computer engineers trained in latest tools and technologies. 

V2: Be a leading department in the region and country by imparting in-depth knowledge to the students in 

emerging technologies in computer science & engineering. 

 

Mission of CSE Department 

Mission of CSE department is to: 

Deliver resources in IT enable domain through: 

M1: Effective Industry interaction and project-based learning. 

M2: Motivating our students for employability, entrepreneurship, research and higher education. 

M3: Providing excellent engineering skills in a state-of-the art infrastructure. 
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RTU Scheme & Syllabus 

RAJASTHAN TECHNICAL UNIVERSITY, KOTA 
Syllabus 

III Year-VI Semester: B.Tech. Computer Science and Engineering(AI) 
 

6CAI4-02:Machine Learning 

Credit: 3 Max. Marks: 150(IA:30, ETE:120) 

3L+0T+0P End Term Exam: 3 Hours 

SN Cont

ents 

Hour

s 

1 Introduction: Objective, scope and outcome of the 
course. 

01 

2 Supervised learning algorithm: Introduction, types of 

learning, application, Supervised learning: Linear 

Regression Model, Naive Bayes classifier Decision Tree, 

K nearest neighbor, Logistic Regression, Support 

Vector Machine, Random forest algorithm 

 
09 

3 Unsupervised learning algorithm: Grouping 
unlabelled items using k-means clustering, 
Hierarchical Clustering, Probabilistic clustering, 

Association rule mining, Apriori Algorithm, f-p growth 
algorithm, Gaussian mixture model. 

 
08 

4 Introduction to Statistical Learning Theory, Feature 

extraction - Principal component analysis, Singular 

value decomposition. Feature selection – feature ranking 

and subset selection, filter, wrapper and embedded 

methods, Evaluating Machine Learning algorithms and 

Model Selection. 

 
 

08 

5 Semi supervised learning, Reinforcement learning: 

Markov decision process (MDP), Bellman equations, 

policy evaluation using Monte Carlo, Policy iteration and 

Value iteration, Q-Learning, State- Action-Reward-State-

Action (SARSA), Model-based Reinforcement Learning. 

 
 

08 

6 Recommended system, Collaborative filtering, 

Content-based filtering Artificial neural network, 

Perceptron, Multilayer network, Backpropagation, 

Introduction to Deep learning. 

 
08 

 Total 42 
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Prerequisite of Course 
 

 Mathematics: 

• Linear Algebra: Vectors, matrices, matrix operations, eigenvalues, eigenvectors. 

• Calculus: Differentiation, integration, partial derivatives. 

• Probability and Statistics: Probability distributions, mean, median, mode, variance, standard 

deviation, hypothesis testing, probability density functions, cumulative distribution functions. 

 

 Basic Machine Learning Concepts: 

 

• Familiarity with fundamental machine learning concepts such as supervised learning, unsupervised 

learning, and reinforcement learning. 

• Understanding of common machine learning tasks like classification, regression, clustering, and 

dimensionality reduction. 

 

 Optional: 

 

• Knowledge of basic algorithms and data structures can be beneficial. 

• Experience with basic database querying and manipulation can also be helpful. 

• Exposure to tools and libraries commonly used in machine learning such as scikit-learn, TensorFlow, 

PyTorch (Python), or caret, keras (R). 

 

Problem-Solving Skills: 

 

• Ability to think critically and analytically to solve problems. 

• Strong logical reasoning skills. 
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List of Text and Reference Books 
 
 

Machine Learning Text and Reference Books 

 

1. A First Course in Machine Learning (Machine Learning & Pattern Recognition) 2nd 

Edition, by Simon Rogers, Mark Girolami; CRC Press 

2. Applied Machine Learning , M.Gopla, McGrawHill 

3. Machine Learning, Saikat Dutt, Shubramanian Chandramouli, Amit Kumar Das, Pearson 

Publication  

4. Learning From Data by Yaser S. Abu-Mostafa , Malik Magdon-Ismail, Hsuan-Tien Lin; 

AML Book 

5. Fundamentals of Machine Learning, John D. Miller, MIT Press 

6. An Introduction to Statistical Learning, Gareth James, Robert Tribshirani, Springer 

7. Machine Learning An Algorithmic Perspective, II Edition, Stephan Marsland, CRC Press. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

Swami Keshvanand Institute of Technology, Management &  

Gramothan, Jaipur 
 

 

Time Table 

Teacher :Abha Jain 

 

 

 aSc Timetables 
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Syllabus Deployment: Course Plan & Coverage 
 

Lecture 
Number 

Topics to be covered 

Unit-1 Introduction to Machine learning 

1 Objective, Scope, Outcome of the course 

Unit-2 Supervised learning algorithm 

2 Introduction 
3 Types of learning and Application 

4 Supervised learning: Linear Regression Model 

5 Naive Bayes classifier 

6 Decision Tree 

7 K nearest neighbor 

8 Logistic Regression 
9 Support Vector Machine 

10 Random forest algorithm 

Unit-3 Unsupervised learning algorithm 

11 Grouping unlabeled items using k-means clustering 

12 Hierarchical Clustering, Probabilistic clustering 

13 Association rule mining, Apriori Algorithm 

14 F-P growth algorithm 

15 Gaussian mixture model 

Unit-4 Introduction to Statistical Learning Theory 

16 Feature Extraction 

17 Principal component analysis 

18 Singular value decomposition 

19 Feature selection: Feature ranking and Subset selection 
20 Filter, Wrapper, Embedded methods 

21 Evaluating Machine Learning algorithms, Model Selection 

Unit-5 Semi supervised learning& Reinforcement learning 

22 Introduction to Semi supervised learning & Reinforcement learning 
23 Markov decision process (MDP), Bellman equations 

24 Policy evaluation using Monte Carlo 

25 Policy iteration and Value iteration 

26 Q-Learning 

27 State-Action-Reward-State-Action (SARSA) 
28 Model-based Reinforcement Learning 

Unit-6 Recommended system 

29 Collaborative filtering: Memory Based 

30 Model Based, Hybrid 

31 
Content-based filtering: Term Frequency (TF), Inverse Document 

Frequency (IDF) 

32 Artificial neural network, Perceptron, Multilayer network, 

33 Back propagation, A multilayer feed forward Neural Network 
34 Introduction to Deep learning. 
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Program Outcomes/Program Specific Outcomes – Indicators - Competencies 
PO 1: Engineering knowledge: Apply the knowledge of mathematics, science, engineering 

fundamentals, and an engineering specialisation for the solution of complex engineering problems. 

Competency Indicators 

1.1 Demonstrate competence in 

mathematical modelling. 
1.1.1 Apply the knowledge of discrete structures, 

linear algebra, statistics and numerical techniques to 

solve problems. 

1.1.2 Apply the concepts of probability, statistics and 

queuing theory in modelling of computer-based 

system, data and network protocols. 

1.2 Demonstrate competence in basic 

sciences. 

1.2.1 Apply laws of natural science to an engineering 

problem. 

1.3 Demonstrate competence in 

engineering fundamentals. 

1.3.1 Apply engineering fundamentals. 

1.4 Demonstrate competence in 

specialized engineering knowledge to the 

program. 

1.4.1 Apply theory and principles of computer science 

and engineering to solve an engineering problem. 

PO 2: Problem analysis: Identify, formulate, research literature, and analyse complex engineering 

problems reaching substantiated conclusions using first principles of mathematics, natural sciences, 

and engineering sciences. 

Competency  Indicators 

2.1 Demonstrate an ability to identify and 

formulate complex engineering problem 

2.1.1 Evaluate problem statements and identifies 

objectives. 

2.1.2 Identify processes/modules/algorithms of a 

computer-based system and parameters to solve a 

problem. 

2.1.3 Identify mathematical algorithmic knowledge that 

applies to a given problem. 

2.2 Demonstrate an ability to formulate a 

solution plan and methodology for an 

engineering problem 

2.2.1 Reframe the computer-based system into 

interconnected subsystems. 

2.2.2  Identify functionalities and computing resources. 

2.2.3 Identify existing solution/methods to solve the 
problem, including forming justified 

approximations and assumptions. 

2.2.4 Compare and contrast alternative solution/ 

methods to select the best methods. 

2.2.5 Compare and contrast alternative solution 

processes to select the best process. 

2.3 Demonstrate an ability to formulate 

and interpret a model 

2.3.1  Able to apply computer engineering principles to 

formulate modules of a system with required 

applicability and performance. 

2.3.2 Identify design constraints for required 

performance criteria. 

2.4 Demonstrate an ability to execute a 2.4.1 Apply engineering mathematics to implement the 
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solution process and analyze results solution. 

2.4.2 Analyze and interpret results using contemporary 

tools. 

2.4.3 Identify the limitations of the solution and 

sources/ causes. 

2.4.4 Arrive at conclusions with respect to the 

objectives. 

PO 3: Design/Development of Solutions: Design solutions for complex engineering problems and 

design system components or processes that meet the specified needs with appropriate consideration 

for public health and safety, and cultural, societal, and environmental considerations. 

Competency Indicators 

3.1 Demonstrate an ability to define a 

complex/ open-ended problem in 

engineering terms 

3.1.1 Able to define a precise problem statement with 

objectives and scope. 

3.1.2 Able to identify and document system 

requirements from stake- holders. 

3.1.3 Able to review state-of-the-art literature to 

synthesize system requirements. 

3.1.4 Able to choose appropriate quality attributes as 

defined by ISO/IEC/IEEE standard. 

3.1.5 Explore and synthesize system requirements 

from larger social and professional concerns. 

3.1.6 Able to develop software requirement 

specifications (SRS). 

3.2 Demonstrate an ability to generate a 

diverse set of alternative design solutions 
3.2.1 Able to explore design alternatives. 

3.2.2 Able to produce a variety of potential design 

solutions suited to meet functional requirements. 

3.2.3 Identify suitable non-functional requirements for 

evaluation of alternate design solutions. 

3.3 Demonstrate an ability to select an 

optimal design scheme for further 

development 

3.3.1 Able to perform systematic evaluation of the 

degree to which several design concepts meet the 

criteria. 

3.3.2 Consult with domain experts and stakeholders to 

select candidate engineering design solution for further 

development. 

3.4 Demonstrate an ability to advance an 

engineering design to defined end state 
3.4.1 Able to refine architecture design into a detailed 
design within the existing constraints. 

3.4.2 Able to implement and integrate the modules. 

3.4.3 Able to verify the functionalities and validate the 

design. 

PO 4: Conduct investigations of complex problems: Use research-based knowledge and research 

methods including design of experiments, analysis and interpretation of data, and synthesis of the 

information to provide valid conclusions. 

Competency Indicators 

4.1 Demonstrate an ability to conduct 

investigations of technical issues 
4.1.1 Define a problem for purposes of investigation, 

its scope and importance. 

mailto:info@skit.ac.in
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consistent with their level of knowledge 

and understanding. 
4.1.2 Able to choose appropriate procedure/algorithm, 

dataset and test cases. 

4.1.3 Able to choose appropriate hardware/software 

tools to conduct the experiment. 

4.2 Demonstrate an ability to design 

experiments to solve open-ended 

problems. 

4.2.1 Design and develop appropriate 

procedures/methodologies based on the study 

objectives. 

4.3 Demonstrate an ability to analyze data 

and reach a valid conclusion. 
4.3.1 Use appropriate procedures, tools and 

techniques to collect and analyze data. 

4.3.2 Critically analyze data for trends and 

correlations, stating possible errors and limitations. 

4.3.3 Represent data (in tabular and/or graphical 

forms) so as to facilitate analysis and explanation of 

the data, and drawing of conclusions. 

4.3.4 Synthesize information and knowledge about the 

problem from the raw data to reach appropriate 

conclusions. 

PO 5: Modern tool usage: Create, select, and apply appropriate techniques, resources, and modern 

engineering and IT tools including prediction and modelling to complex engineering activities with 

an understanding of the limitations. 

Competency Indicators 

5.1 Demonstrate an ability to identify/ 

create modern engineering tools, 

techniques and resources 

5.1.1  Identify modern engineering, techniques and 

resources for engineering activities. 

5.1.2  Create/adapt/modify/extend tools and techniques 

to solve engineering problems. 

5.2 Demonstrate an ability to select and 

apply discipline- specific tools, techniques 

and resources 

5.2.1 Identify the strengths and limitations of tools for 

(i) acquiring information, (ii) modelling and 

simulating, (iii) monitoring system performance, and 

(iv) creating engineering designs. 

5.2.2 Demonstrate proficiency in using discipline-

specific tools. 

5.3 Demonstrate an ability to evaluate the 

suitability and limitations of tools used to 

solve an engineering problem 

5.3.1 Discuss limitations and validate tools, techniques 

and resources. 

5.3.2 Verify the credibility of results from tool use with 

reference to the accuracy and limitations, and the 

assumptions inherent in their use. 

PO 6: The engineer and society: Apply reasoning informed by the contextual knowledge to assess 

societal, health, safety, legal and cultural issues and the consequent responsibilities relevant to the 

professional engineering practice. 

Competency Indicators 

6.1 Demonstrate an ability to describe 

engineering roles in a broader context, e.g. 

pertaining to the environment, health, 

safety, legal and public welfare 

6.1.1 Identify and describe various engineering roles; 

particularly as pertains to protection of the public and 

public interest at the global, regional and local level. 

6.2 Demonstrate an understanding of 

professional engineering regulations, 

legislation and standards 

6.2.1 Interpret legislation, regulations, codes, and 

standards relevant to your discipline and explain its 

contribution to the protection of the public. 
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PO 7: Environment and sustainability: Understand the impact of the professional engineering 

solutions in societal and environmental contexts, and demonstrate the knowledge of, and the need 

for sustainable development. 

Competency Indicators 

7.1 Demonstrate an understanding of the 

impact of engineering and industrial 

practices on social, environmental and in 

economic contexts 

7.1.1 Identify risks/impacts in the life-cycle of an 

engineering product or activity. 

7.1.2 Understand the relationship between the 

technical, socio-economic and environmental 

dimensions of sustainability. 

7.2 Demonstrate an ability to apply 

principles of sustainable design and 

development 

7.2.1 Describe management techniques for sustainable 

development. 

7.2.2 Apply principles of preventive engineering and 

sustainable development to an engineering activity or 

product relevant to the discipline. 

PO 8: Ethics: Apply ethical principles and commit to professional ethics and responsibilities and 

norms of the engineering practice. 

Competency Indicators 

8.1 Demonstrate an ability to recognize 

ethical dilemmas 

8.1.1 Identify situations of unethical professional 

conduct and propose ethical alternatives. 

8.2 Demonstrate an ability to apply the 

Code of Ethics 

8.2.1 Identify tenets of the ASME/IEEE/CSI/ACM 

professional code of ethics. 

8.2.2 Examine and apply moral & ethical principles to 

known case studies. 

PO 9: Individual and team work: Function effectively as an individual, and as a member or leader 

in diverse teams, and in multidisciplinary settings. 

Competency Indicators 

9.1 Demonstrate an ability to form a team 

and define a role for each member 

9.1.1 Recognize a variety of working and learning 

preferences; appreciate the value of diversity on a 

team. 

9.1.2 Implement the norms of practice (e.g. rules, roles, 

charters, agendas, etc.) of effective team work, to 

accomplish a goal. 

9.2 Demonstrate effective individual and 

team operations- communication, 

problem- solving, conflict resolution and 

leadership skills. 

9.2.1Demonstrate effective communication, problem-

solving, conflict resolution and leadership skills. 

9.2.2 Treat other team members respectfully. 

9.2.3 Listen to other members. 

9.2.4Maintain composure in difficult situations. 

9.3 Demonstrate success in a team-based 

project 

9.3.1 Present results as a team, with smooth integration 

of contributions from all individual efforts. 

PO 10: Communication: Communicate effectively on complex engineering activities with the 

engineering community and with the society at large, such as being able to comprehend and write 

effective reports and design documentation, make effective presentations, and give and receive clear 

instructions. 

Competency Indicators 

10.1 Demonstrate an ability to 

comprehend technical literature and 

document project work 

10.1.1 Read, understand and interpret technical and 

non-technical information. 

10.1.2 Produce clear, well-constructed, and well-

supported written engineering documents. 

10.1.3 Create flow in a document or presentation - a 
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logical progression of ideas so that the main point is 

clear. 

10.2 Demonstrate competence in 

listening, speaking, and presentation 

10.2.1 Listen to and comprehend information, 

instructions, and viewpoints of others. 

10.2.2 Deliver effective oral presentations to technical 

and non-technical audiences. 

10.3 Demonstrate the ability to integrate 

different modes of communication 

10.3.1 Create engineering-standard figures, reports and 

drawings to complement writing and presentations. 

10.3.2 Use a variety of media effectively to convey a 

message in a document or a presentation. 

PO 11: Project management and finance: Demonstrate knowledge and understanding of the 

engineering and management principles and apply these to one’s work, as a member and leader in a 

team, to manage projects and in multidisciplinary environments. 

Competency Indicators 

11.1 Demonstrate an ability to evaluate 

the economic and financial performance 

of an engineering activity 

11.1.1  Describe various economic and financial 

costs/benefits of an engineering activity. 

11.1.2 Analyze different forms of financial statements 

to evaluate the financial status of an engineering 

project. 

11.2 Demonstrate an ability to compare 

and contrast the costs/benefits of alternate 

proposals for an engineering activity 

11.2.1 Analyze and select the most appropriate 

proposal based on economic and financial 

considerations. 

11.3 Demonstrate an ability to 

plan/manage an engineering activity 

within time and budget constraints 

11.3.1 Identify the tasks required to complete an 

engineering activity, and the resources required to 

complete the tasks. 

11.3.2 Use project management tools to schedule an 

engineering project, so it is completed on time and on 

budget. 

PO 12: Life-long learning: Recognise the need for, and have the preparation and ability to engage 

in independent and life-long learning in the broadest context of technological change. 

Competency Indicators 

12.1 Demonstrate an ability to identify 

gaps in knowledge and a strategy to close 

these gaps 

12.1.1 Describe the rationale for the requirement for 

continuing professional development. 

12.1.2 Identify deficiencies or gaps in knowledge and 

demonstrate an ability to source information to close 

this gap. 

12.2 Demonstrate an ability to identify 

changing trends in engineering knowledge 

and practice 

12.2.1 Identify historic points of technological advance 

in engineering that required practitioners to seek 

education in order to stay current. 

12.2.2  Recognize the need and be able to clearly 

explain why it is vitally important to keep current 

regarding new developments in your field. 

12.3 Demonstrate an ability to identify 

and access sources for new information 

12.3.1  Source and comprehend technical literature and 

other credible sources of information. 

12.3.2  Analyze sourced technical and popular 

information for feasibility, viability, sustainability, etc. 
PSO 1: Core Engineering Skills: Exhibit fundamental concepts of Data Structures, Databases, Operating 

Systems, Computer Network, Theory of Computation, Advanced Programming and Software Engineering. 

PSO1.1.1 
Possess the concepts of Data Structure and Database 

Management System. 
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PSO1.1.2 

Possess the concepts of core engineering subjects including 

Operating System, Computer Networks and Software 

Engineering. 

PSO1.1.3 
Apply basic programming skills to solve real world 

problems. 

PSO 2: Standard Software Engineering practices: Demonstrate an ability to design, develop, test, debug, 

deploy, analyze, troubleshoot, maintain, manage and secure a software. 

PSO2.1.1 
Apply fundamental software engineering concepts to solve 

real world problem. 

PSO2.1.2 
Possess conceptual knowledge for designing, analysing and 

testing a software. 

PSO2.1.3 
Estimate and evaluate the cost related to a Software. 

 

PSO 3: Future Endeavours:  Recognize the need to have knowledge of higher education institutions/ 

organizations/ companies related to computer science & engineering. 

PSO3.1.1 
Explore the need of current technology being practised by 

computer science industry/ institutions. 

PSO3.1.2 
Identify the requirement of continuing education through 

post graduation like M.Tech., MS, MBA etc. 

PSO3.1.3 
List various higher education institutes and organizations 

related to computer science & engineering. 

 

Bloom’s Taxonomy (Revised) 

 

Level Descriptor Level of Attainment Keywords 

1 Remembering Recalling from memory 

List, define, tell, describe, recite, recall, identify, 

show, label, tabulate, quote, name, who, when, 

where, etc. 

2  Understanding  Explaining ideas or concepts 

Describe, explain, paraphrase, restate, associate, 

contrast, summarize, differentiate interpret, 

discuss. 

3 Applying 

Using information in another 

familiar situation 

Calculate, predict, apply, solve, illustrate, use, 

demonstrate, determine, model, experiment, 

show, examine, modify 

4 Analysing 

Breaking information into part 

to explore understandings and 

relationships 

Classify, outline, break down, categorize, 

analyze, diagram, illustrate, infer, select. 

  

5 Evaluating 

Justifying a decision or course 

of action 

Assess, decide, choose, rank, grade, test, 

measure, defend, recommend, convince, select, 

judge, support, conclude, argue, justify, compare, 

summarize, evaluate. 

6 Creating 

Generating new ideas, 

products or views to do things 

Design, formulate, build, invent, create, 

compose, generate, derive, modify, develop, 

integrate. 

** It may be noted that some of the verbs in the above table are associated with multiple Bloom’s Taxonomy 

level. These verbs are actions that could apply to different activities. We need to keep in mind that it’s the skill, 

action or activity we need out students to demonstrate that will determine the contextual meaning of the verb 

used in the assessment question.  
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COURSE:Machine Learning(6CAI4-02) 

PSOIndicators 

CO 

Outcomes 

POIndicators 

Bloom'sLevel 

Upon 

successful 

completion 
of 

this 

course,students 

should 
be 

able 
to: 

1.1.1, 1.J.2, 1.1.3, 2.1.3, 3.1.1, 3.1.2, 
3.1.3 

2.1.2, 

2.1.3, 

2.2.3, 

2.2.4, 

2.2.5, 

2.3.1, 

1.1.1, 

1.1.2, 

1.2.1, 

1.3.1, 

1.4.1, 

2.1.1, 

2.4.1, 

2.4.3, 

2.4.4, 

3.1.1, 

3.1.4, 

3.2.3, 

4.1.2, 

4.3.1, 

5.1.1, 

5.1.2, 

8.1.1, 

8.2.2, 

12.1.1, 

12.2.1, 

12.2.2, 

12.3.1, 

12.3.2 

3 

Demonstrate 
a 

variety 
of 

supervised 

machine 

learning 

models 

and 

showcase 

their 

applications. 

6CAI4-06.1 

1.1.1, 1.1.3, 2.1.3,3.1.1, 3.1.2, 3.1.3 

1.1.1, 

1.1.2, 

1.2.1; 

1.3.1, 

1.4.1, 

2.1.1, 

2.1.2, 

2.1.3, 

2.2.3, 

2.2.4, 

2.2.5, 

2.3.1, 

2.4.1, 

2.4.3, 

2.4.4, 

3.1.1, 

3.1.4, 

3.2.3, 

4.1.2, 

4.3.1, 

5.1.1, 

S.1.2, 

8.1.1, 

8.2.2, 

12.1.1, 

12.2.1, 

12.2.2, 

12.3.1, 

12.3.2 

1.1.1, 

1.1.2, 

1.2.1, 

1.3.1, 

1.4.1, 

2.1.1, 

2.1.2, 

2.1.3, 

2.2.3, 

2.2.4, 

2.2.5, 

2.3.1, 

2.4.1, 

2.4.2, 

2.4.3, 

2.4.4, 

4.1.2, 

4.1.3, 

4.2.1, 

4.3.1, 

4.3.2, 

4.3.3, 

4.3.4, 

12.1.1, 

12.2.1, 

12.2.2, 

12.3.1, 

12.3.2 

3 

Illustrate 

various 

applications 
of 

unsupervised 

machine learning models. 

6CAI4-06.2 

1.1.1, 1.1.2, 1.1.3, 2.1.3, 3.1.1,3.1.2, 
3.1.3 

2 

Recognize 

diverse 

machine-learning 

algorithms 

through 

statistical 

learning 

techniques. 

6CAI4-06.3 

1.1.1, 1.1.3, 

2.1.3, 

1.1.1, 

1.1.2, 

1.2.1, 

1.3.1, 

1.4.1, 

2.1.1, 

2.1.2, 

2.1.3, 

2.2.3, 

2.2.4, 

2.2.5, 

2.3.1, 

2.4.1, 

2.4.3, 

2.4.4, 

5.1.1, 

5.1.2, 

12.1.1, 

12.1.2, 

12.2. 
1, 

12.2.2, 

12.3.1, 

12.3.2 

2 

Discuss 
the 

methodologies 
of 

semi-supervised 

learning 

and 

reinforcement 

learning. 

6CAI4-06.4 

3.1.3 
1.1.1, 1.1.2, 1.1.3, 2.1.3, 3.1.1,3.1.2, 

1.1.1, 

1.1.2, 

1.2.1, 

1.3.1, 

14.1, 

2.1.1, 

2.1.2, 

2.1.3, 

2.2.3, 

2.2.4, 

2.2.5, 

2.3.1, 

2.4.1, 

2.4.3, 

2.4.4, 

3.1.1, 

3.1.4, 

3.2.3, 

4.1.2, 

4.2.1, 

4.2.3, 

4.3.1, 

4.3.2, 

4.3.3, 

4.3.4, 

5.1.1, 

5.3.1, 

5.3.2,8.1.1, 

8.2.2, 

12.1.1, 

12.1.2, 

12.2.1, 

12.2.2, 

12.3.1, 

3 

Employ 
the 

concepts 
of 

Neural 

Networks 

within 
the 

realm 
of 

Machine 

Learning. 

6CAI4-06.5 

12.3.2 

3.1.1, 3.1.2, 3.1.3 
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SKIT: 

CO-PO/PSO 

Mapping: 

Formulation 

and 

Justification 

The 

CO-POPSO 

mapping 
is 

based 
on 
the 

correlation 
of 

course 

outcome 

(CO) 

with 

Program 

Outcome 

Indicators. 

These 

indicators 
are 

the 

breakup 

statements 
of 

broad 

Program 

Outcome 

statement. 

The 

correlation 
is 

calculated 
as 

number 
of 

correlated 

indicators 
of 
a 

PO/PSO 

mapped 

with 

CO 

divided 
by 

total 

indicators 
of 
a 

POPSO. 

The 

calculated 

value 

represents 
the 

correlation 

level 

between 
a 

CO 
& 

POPSO. 

Detailed 

formulation 

and 

mathematical 

representation 
can 
be 

seen 

below 
in 

equation 
1: 

Input: 

COi: 

The 
i" 

course 

outcome 
of 

the 

course 

Program Outcome 

ljk: 

The 
" 

indicator 
of 
the 

PO;: 

Program Outcome 

a(lk, 

COi): 

level 
of 

CO-PO 

mapping 

=1, 
if, 
0 

<as 

0.33 

-2, 
if 

0.33 
< 
as 
0.66 

=3, 
if 

0.66 

<as 
1 

a 

(ljk,COi)= 

(count( 

A(ljk,Coi))/ 

count 

(lk,POj) 

1= 

Degree 
of 

correlation 

The 
h 
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Teaching-Learning Methodology 

 
Teaching-Learning Methodology for Machine Learning Course: 

1. Interactive Lectures: Engaging lectures covering theoretical foundations, algorithms, 

and practical applications of machine learning concepts. Encourages active 

participation through discussions, questions, and real-world examples. 

2. Hands-on Practice: Extensive hands-on sessions with programming exercises using 

popular machine learning libraries (e.g., scikit-learn, TensorFlow). Students apply 

theoretical knowledge to real datasets, fostering practical skills in data preprocessing, 

model implementation, and evaluation. 

3. Project-Based Learning: Structured projects requiring students to solve real-world 

problems using machine learning techniques. Projects enable students to work 

independently or in groups, enhancing problem-solving abilities and promoting 

creativity and innovation. 

4. Case Studies and Use Cases: Analysis of case studies and industry use cases 

demonstrates the application of machine learning in various domains such as 

healthcare, finance, and marketing. Helps students understand real-world 

challenges, solutions, and best practices. 

5. Guest Lectures and Workshops: Inviting experts from academia and industry to 

deliver specialized lectures or conduct workshops on advanced topics, emerging 

trends, and practical insights. Provides diverse perspectives and facilitates 

networking opportunities for students. 

6. Peer Learning and Collaboration: Encourages peer learning through group 

discussions, peer code reviews, and collaborative projects. Fosters teamwork, 

communication skills, and mutual support among students, enriching the learning 

experience. 

7. Assessment and Feedback: Regular assessments, quizzes, and assignments to 

evaluate understanding and progress. Constructive feedback from instructors and 

peers helps students identify strengths, weaknesses, and areas for improvement, 

promoting continuous learning and growth. 

8. Online Resources and Support: Access to supplementary materials, tutorials, and 

online forums for self-paced learning and additional support. Facilitates 

independent exploration and reinforces key concepts covered in class. 

 

 
The teaching-learning methodology for the machine learning course combines 

theoretical foundations, practical applications, hands-on practice, collaborative projects, and 

continuous assessment to provide a comprehensive and engaging learning experience for 

students, preparing them for success in the dynamic field of machine learning. 
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I -Mid Term Examination, March-2024 
    

Prog./Semester: B. Tech.-VI Branch: CS/AI/DS CSE 

Course Title: 
Machine 
Learning 

Course Code: 
6CS4-02/ 6CAI4-
02/ 6CSD4-02 

Duration:  1.5 Hours Maximum Marks: 20 
Session:  First/Second/Third Roll No.: 
Instructions if any: Neat diagrams must be drawn wherever necessary 

 

PART -A (short answer type questions) 

(All questions are compulsory) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

1 
Differentiate Supervised and Unsupervised 
Machine Learning technique (3 differences). 

2 CO1 L1 

2 
Explain hyperplane, support vector and margin in 
SVMs algorithm with suitable diagram. 

2 CO1 L1 

3 
Explain Hierarchical Clustering and its type with 
the help of any example. 

2 CO2 L2 

PART -B (Analytical/Problem solving questions) 

(All questions are compulsory) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’
s Level 

4 

Utilize the dataset provided below to predict 

whether a new individual, identified by a high 

income and male gender, will make a purchase 

using the Naïve Bayes algorithm. 

Income Gender Buy Product 

HIGH MALE YES 

HIGH FEMALE YES 

MEDIUM FEMALE NO 

LOW MALE YES 

LOW MALE YES 

MEDIUM FEMALE NO 
 

4 CO1 L3 
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Course Title: 
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Learning 

Course Code: 
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Duration:  1.5 Hours Maximum Marks: 20 
Session:  First/Second/Third Roll No.: 
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PART -A (short answer type questions) 

(All questions are compulsory) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

1 
Differentiate Supervised and Unsupervised 
Machine Learning technique (3 differences). 

2 CO1 L1 

2 
Explain hyperplane, support vector and margin 
in SVMs algorithm with suitable diagram. 

2 CO1 L1 

3 
Explain Hierarchical Clustering and its type with 
the help of any example. 

2 CO2 L2 

PART -B (Analytical/Problem solving questions) 

(All questions are compulsory) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

4 

Utilize the dataset provided below to predict 

whether a new individual, identified by a high 

income and male gender, will make a purchase 

using the Naïve Bayes algorithm. 

Income Gender Buy Product 
HIGH MALE YES 
HIGH FEMALE YES 
MEDIUM FEMALE NO 
LOW MALE YES 
LOW MALE YES 
MEDIUM FEMALE NO 

 

4 CO1 L3 



 

PART- C (Descriptive/Analytical/Problem solving/Design questions) 
(Attempt any one Question) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

6 

A database has 6 transactions. Let min support 
=50% and min Confidence =60%.Find all the 
frequent item sets using Apriori algorithm and 
generate association rule on this. 

Transaction 
Id 

Items Bought 

T1 I1, I2, I3 

T2 I2, I3, I4 
T3 I4, I5 
T4 I1, I2, I4 
T5 I1, I2, I3, I5 
T6 I1,I2,I3,I4 

 

6 CO2 L3 

7 

Apply K- Means Clustering for the following 
data sets for two clusters. Use any two random 
points as initial centroids. 

S. No Height Weight 

1 185 72 

2 170 56 

3 168 60 

4 179 68 

5 182 72 

6 188 77 
 

6 CO2 L3 

 

 

 

 

 

 

  

5 

Illustrate why the decision tree algorithm is the 
most widely adopted method for classification 
and explain the concepts of entropy and 
information gain within this algorithm. 

4 CO1 L4 

 

PART- C (Descriptive/Analytical/Problem solving/Design questions) 
(Attempt any one Question) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

6 

A database has 6 transactions. Let min support 
=50% and min Confidence =60%. Find all the 
frequent item sets using Apriori algorithm and 
generate association rule on this. 

Transaction 
Id 

Items Bought 

T1 I1, I2, I3 

T2 I2, I3, I4 
T3 I4, I5 
T4 I1, I2, I4 
T5 I1, I2, I3, I5 
T6 I1,I2,I3,I4 

 

6 CO2 L3 

7 

Apply K- Means Clustering for the following 
data sets for two clusters. Use any two random 
points as initial centroids. 

S. No Height Weight 

1 185 72 

2 170 56 

3 168 60 

4 179 68 

5 182 72 

6 188 77 
 

6 CO2 L3 

 

 

 

  

 

5 

Illustrate why the decision tree algorithm is the 
most widely adopted method for classification 
and explain the concepts of entropy and 
information gain within this algorithm. 

4 CO1 L4 
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II -Mid Term Examination, May-2024 
    

Prog./Semester: B. Tech.-VI Branch: CS/AI/DS CSE 
Course Title: Machine 

Learning 
Course Code: 6CS4-02/ 6CAI4-

02/ 6CSD4-02 

Duration:  1.5 Hours Maximum Marks: 20 
Session:  First/Second/Third Roll No.: 
Instructions if any: Neat diagrams must be drawn wherever necessary 

 

PART -A (short answer type questions) 

(All questions are compulsory) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

1 
What is the difference between Dynamic 
programming, Monte Carlo and Temporal methods 
of Reinforcement learning? 

2 CO4 L3 

2 
Differentiate Feature Selection and Feature 
Extraction methods. 

2 CO3 L3 

3 
Derive gradient descent algorithm and give 
reasons for using it in Neural Networks. 

2 CO5 L4 

PART -B (Analytical/Problem solving questions) 

(All questions are compulsory) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’
s Level 

4 

Differentiate Policy iteration and value iteration. 
Draw transition matrix for the problem described 
below to be used in morkov model. 

 

4 CO4 L4 
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PART -A (short answer type questions) 

(All questions are compulsory) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

1 
What is the difference between Dynamic 
programming, Monte Carlo and Temporal 
methods of Reinforcement learning? 

2 CO4 L3 

2 
Differentiate Feature Selection and Feature 
Extraction methods. 

2 CO3 L3 

3 
Derive gradient descent algorithm and give 
reasons for using it in Neural Networks. 

2 CO5 L4 

PART -B (Analytical/Problem solving questions) 

(All questions are compulsory) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

4 

Differentiate Policy iteration and value iteration. 
Draw transition matrix for the problem described 
below to be used in morkov model. 

 

4 CO4 L4 



 

PART- C (Descriptive/Analytical/Problem solving/Design questions) 
(Attempt any one Question) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

6 

Consider the following Neural Network with alpha 
= 0.5, desired o/p = 1 and sigmoid activation 
function. 
1. Perform one forward pass and calculate the 
error.  
2. Calculate the updated weights for w5 using back 
propagation. 

 

6 CO5 L4 

7 

Calculate Mean Square error for given neural 
network using feed forward neural network. 

 

6 CO5 L4 

 

5 

A Confusion Matrix of a model applied to a set 
of 200 observations is given in table below. 
Determine Accuracy, Recall, Precision, 
Specificity and F1 score of model. 

                           Predicted C1          Predicted C2 

Actual C1                    55                          25 

Actual C2                    35                          85 

4 CO3 L3 

 

PART- C (Descriptive/Analytical/Problem solving/Design questions) 
(Attempt any one Question) 

Q. 
No. 

Question 
Max. 

Marks 
CO(s) 

Bloom’s 
Level 

6 

Consider the following Neural Network with alpha 
= 0.5, desired o/p = 1 and sigmoid activation 
function. 
1. Perform one forward pass and calculate the 
error.  
2. Calculate the updated weights for w5 using back 
propagation. 

 

6 CO5 L4 

7 

Calculate Mean Square error for given neural 
network using feed forward neural network.

 

6 CO5 L4 

5 

A Confusion Matrix of a model applied to a set of 
200 observations is given in table below. Determine 
Accuracy, Recall, Precision, Specificity and F1 score 
of model. 

                           Predicted C1          Predicted C2 

Actual C1                    55                          25 

Actual C2                    35                          85 

4     CO3 L3 



 

  

 



3/19/24, 3:15 PM Machine Learning Quiz 2

https://docs.google.com/forms/d/1a3j2tjyBDTCMdB2iroSJMRINgsbVl6gk9J59evi9BCY/edit 1/13

1. Email *

2.

3.

4. 1 point

Mark only one oval.

"1. predictive model

2. descriptive model

3. logical model

4. None"

Machine Learning Quiz 2
* Indicates required question

Name *

Roll No *

1. Type of matrix decomposition model is                           
*

3/19/24, 3:15 PM Machine Learning Quiz 2

https://docs.google.com/forms/d/1a3j2tjyBDTCMdB2iroSJMRINgsbVl6gk9J59evi9BCY/edit 2/13

5. 1 point

Mark only one oval.

"1. backward feature selection

2. forward feature selection

3. feature extraction

4. None of these"

6. 1 point

Mark only one oval.

"1. input attribute

2. hidden attribute

3. output attribute

4. categorical attribute"

7. 1 point

Mark only one oval.

1. regression

2. classi�cation

3. subgroup discovery

4. All of above

2. PCA is                                  
*

3. Supervised learning and unsupervised clustering both require which is
correct according to the statement.

*

4. Following are the types of supervised learning                 *
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8. 1 point

Mark only one oval.

1. ordinal

2. nominal

3. categorical

4. Boolean

9. 1 point

Mark only one oval.

1. Manhattan distance

2. Euclidean distance

3. All of above

4. None of above

10. 1 point

Mark only one oval.

1. machine learning algorithm

2. machine learning model

3. null

4. accuracy

5. A feature F1 can take certain value: A, B, C, D, E, & F and represents grade
of students from a college. Here feature type is                               

*

6.Following is powerful distance metrics used by Geometric model *

7. The output of training process in machine learning is                                 *

3/19/24, 3:15 PM Machine Learning Quiz 2

https://docs.google.com/forms/d/1a3j2tjyBDTCMdB2iroSJMRINgsbVl6gk9J59evi9BCY/edit 4/13

11. 1 point

Mark only one oval.

1. is representative of the dataset as a whole

2. large enough to yield meaningful results

3. All of above

4. None of above

12. 1 point

Mark only one oval.

1. removing columns which have high variance in data

2. removing columns which have too many missing value

3. removing columns with dissimilar data trends

4. None of the above

13. 1 point

Mark only one oval.

1. a plane with 1 dimensional fewer than number of input attributes

2. a plane with 1 dimensional more than number of input attributes

3. a plane with 2 dimensional more than number of input attributes

4. a plane with 2 dimensional fewer than number of input attributes

8. Which of the following is a good test dataset characteristic? *

9. Which of the following techniques would perform better for reducing
dimensions of a data set?

*

10. What characterize is hyper plane in geometrical model of machine
learning?

*
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14. 1 point

Mark only one oval.

1. unsupervised learning

2. semi supervised learning

3. supervised learning

4. reinforcement learning

15. 1 point

Mark only one oval.

1. deductive

2. exampler

3. classical

4. inductive

16. 1 point

Mark only one oval.

1. unsupervised learning

2. reinforcement learning

3. supervised learning

4. None

11. You are given reviews of few Netflix series marked as positive, negative
and neutral. Classifying reviews of a new Netflix series is an example of           
             

*

12. Like the probabilistic view, the                  view allows us to associate a
probability of membership with each classification

*

13. The problem of finding hidden structure in unlabeled data is called               
             

*

3/19/24, 3:15 PM Machine Learning Quiz 2
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17. 1 point

Mark only one oval.

1. predictive model

2. descriptive model

3. reinforcement learning

4. All of above

18. 1 point

Mark only one oval.

1. hidden

2. shallow

3. deep

4. multidimensional

19. 1 point

Mark only one oval.

1. training data

2. hidden data

3. test data

4. validation data

14. If machine learning model output involves target variable then that model is
called as  

*

15. Database query is used to uncover this type of knowledge. *

16. Data used to build a data mining model. *
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20. 1 point

Mark only one oval.

1. big data computing

2. arti�cial intelligence

3. data mining

4. internet of things

21. 1 point

Mark only one oval.

1. supervised learning

2. unsupervised learning

3. semi supervised learning

4. reinforced learning

22. 1 point

Mark only one oval.

1. prediction to answer a query

2. training based on historical data

3. All of above

4. None of above

17. Application of machine learning methods to large databases is *

18. Which learning Requires Self-Assessment to identify patterns within data? *

19. In simple term, machine learning is                                   *

3/19/24, 3:15 PM Machine Learning Quiz 2
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23. 1 point

Mark only one oval.

1. given a set of news articles found on the web, group them into set of articles
about the same story

2. given email labeled as spam or not spam, learn a spam �lter

3. given a database of customer data, automatically discover market segments
and group customers into different market segments

4. �nd the patterns in market basket analysis

24. 1 point

Mark only one oval.

1. predictive model

2. descriptive model

3. reinforcement learning

4. all of the above

25. 1 point

Mark only one oval.

1. supervised learning

2. unsupervised learning

3. reinforcement learning

4. active learning

20. Of the Following Examples, Which would you address using an supervised
learning Algorithm?

*

21. If machine learning model output doesn't involves target variable then that
model is called as                               

*

22. In what type of learning labelled training data is used                                     
 

*



3/19/24, 3:15 PM Machine Learning Quiz 2

https://docs.google.com/forms/d/1a3j2tjyBDTCMdB2iroSJMRINgsbVl6gk9J59evi9BCY/edit 9/13

26. 1 point

Mark only one oval.

1. feature

2. observation

3. outcome

4. attribute

27. 1 point

Mark only one oval.

1. classi�cation

2. clustering

3. association rule

4. Both 1 and 2

28. 1 point

Mark only one oval.

1. backward feature selection

2. forward feature selection

3. All of above

4. None of above

23.In the example of predicting number of babies based on stork's population
,Number of babies is                               

*

24. Following are the descriptive models                                *

25. In following type of feature selection method we start with empty feature
set                                     

*

3/19/24, 3:15 PM Machine Learning Quiz 2
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29. 1 point

Mark only one oval.

1. knowledge developer

2. knowledge programmer

3. knowledge engineer

4. knowledge extractor

30. 1 point

Mark only one oval.

1. there is plenty of confusing knowledge

2. there is prior knowledge

3. there is no confusing knowledge

4. there is no prior knowledge

31. 1 point

Mark only one oval.

1. collinearity

2. stochastic

3. entropy

4. performance

26.  A person trained to interact with a human expert in order to capture their
knowledge.

*

27. What characterize unlabeled examples in machine learning                 *

28. What does dimensionality reduction reduce? *



3/19/24, 3:15 PM Machine Learning Quiz 2

https://docs.google.com/forms/d/1a3j2tjyBDTCMdB2iroSJMRINgsbVl6gk9J59evi9BCY/edit 11/13

32. 1 point

Mark only one oval.

1. supervised learning

2. unsupervised learning

3. data extraction

4. reinforcement learning

33. 1 point

Mark only one oval.

1. accuracy

2. scalable

3. fast

4. All of above

34. 1 point

Mark only one oval.

1. equals to two

2. less than two

3. greater than two

4. None

29. Some telecommunication company wants to segment their customers into
distinct groups ,this is an example of                                 

*

30. Which of the following is the best machine learning method? *

31. In multiclass classification number of classes must be                               *

3/19/24, 3:15 PM Machine Learning Quiz 2

https://docs.google.com/forms/d/1a3j2tjyBDTCMdB2iroSJMRINgsbVl6gk9J59evi9BCY/edit 12/13

35. 1 point

Mark only one oval.

1. linear logistic regression

2. linear hard-margin svm

3. linear soft margin svm

4. parzen windows

36. 1 point

Mark only one oval.

1. linear logistic regression

2. linear soft margin svm

3. linear hard-margin svm

4. the centroid method

37. 1 point

Mark only one oval.

Other:

1. supervised learning

2. unsupervised learning

3. reinforcement learning

4. dimensionality reduction

32.  Which of the following can only be used when training data are linearly
separable?

*

33. Which of the following can only be used when training data are linearly
separable?

*

34. You are given seismic data and you want to predict next earthquake , this
is an example

*



3/19/24, 3:15 PM Machine Learning Quiz 2

https://docs.google.com/forms/d/1a3j2tjyBDTCMdB2iroSJMRINgsbVl6gk9J59evi9BCY/edit 13/13

38. 1 point

Mark only one oval.

1. discipline in statistics used to �nd projections in multidimensional data

2. value entered in database by expert

3. the result of application of speci�c theory or rule in a speci�c case

4. independent of data

This content is neither created nor endorsed by Google.

35. Prediction is                             *
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Assignment Sheet-I 

Session 2023_24 (Even Semester) 

 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 

 

(Set-I) 
Q.No Question BL CO MM 

1 Build a decision tree using ID3 algorithm for the given training data in the 

table (Buy Computer data), and predict the class of the following new 

example: age<=30, income=medium, student=yes, credit-rating=fair 

 
 

3 1 10 

2 Find the class label for the given test data point as given in the table using 

Naive Bayes learning algorithm  

Here p(w|class) = (count(w,c) + 1)/ (count(c) +|V|) where |V| Number of 

unique words in the documents and ‘w’ is the word in the document. 

 

3 1 10 

3 How to use K-Means clustering algorithm to divide the given dataset into 

different cluster. Given data points are 

A1(2,10),A2(2,5),A3(8,4),B1(5,8),B2(7,5),B3(6,4),C1(1,2),c4(4,9),use 

3 2 10 
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Euclidean Distance function, and assume that A1,B1,C1 are the center for 

each cluster.  

4 
What is Gaussian Mixture Model or Mixture of Gaussian 

GMM)?Compare GMM with Clustering (any 4 points). 

 

3 2 10 
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Session 2023_24 (Even Semester) 

 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 

SET-II 
 

Q.No Question BL CO MM 

1 Explain the concepts of Entropy and Information Gain in Decision Tree 

Learning with example 

 

3 1 10 

2 How to Apply K nearest neighbor classifier to predict the diabetic patient with 

the given features BMI, Age. If the training examples are as given in table  

 

4 1 10 

3 Consider the following data point :p1(0,2,3), p2(0, 1, 2), p3(3,0,5), 

p4(4,1,3),and p5(5,0,1) .Apply the K-means clustering algorithm ,to group 

these data points into 2 clusters using L1 distance measure. 

3 2 10 

4 How to appl FP growth algorithm to Find the frequent dataset and association 

rule for the given transition data set (assume that the minimum support is 3) 

 

4 2 10 
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Session 2023_24 (Even Semester) 

 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 

 

 

SET-III 

 

Q.No Question BL CO MM 

1 how to apply Classification And Regression Trees (CART) decision tree 

algorithm (Solved Example 3) to construct and find the optimal decision 

tree for the given Data set with City Size, Avg. Income, Local Investors, 

LOHAS Awareness attributes. Also, predict the class label for the given 

example…? 

 

3 1 10 

2 How to apply Linear regression model to predict the glucose level given 

the age . 

 

3 1 10 

3 How to appl FP growth algorithm to Find the frequent dataset and 

association rule for the given transition data set (assume that the minimum 

support is 3) 

4 2 10 
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4 

What is Gaussian Mixture Model or Mixture of Gaussian 

GMM)?Compare GMM with Clustering (any 4 points). 

 

3 2 10 
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Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 

 

SET-IV 
Q.No Question BL CO MM 

1 Explain the concepts of Entropy and Information Gain in Decision Tree 

Learning with example  

 
 

3 1 10 

2 “Restaurant A” sells burgers with optional flavors: Pepper, Ginger, and 

Chilly. Every day this week you have tried a burger (A to E) and kept a 

record of which you liked. 

Using Hamming distance, show how the 3NN classifier with majority 

voting would classify { pepper: false, ginger: true, chilly: true}. 

 

4 1 10 

3 Explain how the market basket analysis uses the concept of association 

analysis. 

3 2 10 

4 Consider A1,B1 and C1 as initial cluster, if you want to run a second 
iteration then what will be the cluster centriods using k-means algorithm. 

 

 

4 2 10 
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Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 

 

SET-V 

Q.No Question BL CO MM 

1 How to use the naive Bayes classifier and the training data from this table 

to classify the following novel instance: (Outlook=Sunny, Temp=Cool, 

Humidity=High, Wind= Strong)

 

4 1 10 

2 
Consider the following dataset in the table. Make the 

decision tree using Gini Index. (Play is target class). 

 

4 1 10 

3 Explain how the market basket analysis uses the concept of association 

analysis. 

3 2 10 

4 1. Use Apriori algorithm to make the rules when minimum 

support threshols =33.34% and confidence threshold =60% 

given 

4 2 10 
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Assignment Sheet-I 

Session 2023_24 (Even Semester) 

 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 

 

SET-VI 

Q.No Question BL CO MM 

1 Estimate conditional probabilities of each attributes (color, leg, height, smelly) 

for the species class{M, H} using the data given in the table. using these 

probabilities estimate the probability value for the new instance (color=Green,  

Legs=2,Height= Tall, Smelly =NO} 

 
 

4 1 10 

2 How to apply candidate Elimination algorithm to find the consistent 

hypothesis for the given set of training data. 

 

4 1 10 

3 Explain the concept of clustering with a neat diagram. What is dendrogram? 

explain its use. 

3 2 10 

4 How to use the association rule mining algorithm to find the affinities between 

products ,that is which product sell together often.Assume  that the support 

level is 33% and confidence level is 50 %. 

 

3 2 10 
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Session 2023_24 (Even Semester) 

 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 

 

SET-VII 

 

Q.No Question BL CO MM 

1 What is inductive bias in a decision tree? How pruning apply in decision 

tree to avoid overfitting?  

3 1 10 

2 Consider the following dataset in the table. Make the decision tree using 

Gini Index. (Play is target class). 

 

 1 10 

3 How to apply the apriori algorithm to generate the strong association rule 

for the given transition assumethat min_support =40% and 

min_confidence  =70% 

 

4 2 10 

4 How apriori principal help in reducing the calculation overhead for a 

market basket analysis? Provide an example to explain. 

3 2 10 

 

 

 

 

 

 

 

 

 

 

 

 



Swami Keshvanand Institute of Technology, Management &Gramothan, Jaipur 

Department of Computer Science & Engineering 

 

 

 

 

 

 

ssignment Sheet-I 

Session 2023_24 (Even Semester) 

 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 

(Set-VIII) 
 

Q.No Questio
n 

BL CO MM 

1 Elaborate are the important objectives of machine learning? 
 

3 1 10 

2 Give decision trees to represent the following boolean functions: 
 (a) A ˄˜B       (b) A V [B ˄ C]       (c) A XOR B      (d) [A ˄ B] v [C ˄ D] 

6 1 10 

3 Assign the response variable (Target Class) to the testing object x(1,1) using K Nearest 
Neighbor algorithm. Observations are depicted below: X1(3, 0, A), X2(4, 1, A), X3(3, 2, 
A), X4(1,-1, B), X5(1,-1.5,B) where A and B are the target class variables. Assume 
K=3.Write down algorithm to implement addition and transposition operation of sparse 
matrix. 

3 2 10 

4 Use Apriori algorithm to make the rules when minimum support thresholds =33.34% and 
confidence threshold =60% given 

 

3 2 10 
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Subject: Machine Learning (6CDS4-02) 

Max Marks- 40 

 

(Set-IX) 

 
Q.No Question BL CO MM 

1 Illustrate the concept of Bagging and OOB error rate with respect to Random Forest 

Classifier. 

4 1 10 

2 Explain the broad three categories of clustering techniques? Explain the characteristics of 

each. 

 

3 1 10 

3 How to apply the apriori algorithm to generate the strong association rule for the given 

transition assumethat min_support =40% and min_confidence  =70% 

 

Transaction ID Items Bought 

1 Bread, Butter, Milk 

2 Bread, Butter 

3 Beer, Cookies, Diapers 

4 Milk, Diapers, Bread, Butter 

5 Beer , Diapers 
 

6 2 10 

4 

Consider the following dataset in the table. Make the decision tree using Gini Index. (Play is 

target class). 

 

4 2 10 
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Subject: Machine Learning (6CDS4-02) 

Max Marks- 40 

 

(Set-X) 
 

Q.No Question BL CO MM 

1 Illustrate the Random Forest algorithms. 3 1 10 

2 Define the Association rule mining in detail. 4 1 10 

3 
Find the class label for the given test data point as given in the table using    Naive Bayes 

learning algorithm. 

Here p(w|class) = (count(w,c) + 1)/ (count(c) +|V|) where |V| Number of unique 

words in the documents and ‘w’ is the word in the document. 
 

4 2 10 

4  Consider A1,B1 and C1 as initial cluster, if you want to run a second iteration then what 

will be the cluster centroids using k-means algorithm. 

 

 

4 2 10 
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Subject: Machine Learning (6CDS4-02) 

Max Marks- 40 

 

(Set-XI) 

 
Q.No Questio

n 
BL CO MM 

1 Explain Naïve Bayes Classifier with an Example 3 1 10 

2 Define the following terms with respect to K - Nearest Neighbour Learning : i) Regression ii) 

Residual iii) Kernel Function. 
 

3 1 10 

3 How to apply candidate Elimination algorithm to find the consistent hypothesis for the given 

set of training data. 

  
 

3 2 10 

4 Given one dimension data set {1,5,8,10,2},use the agglomerative clustering algorithm with 

the complete link with Euclidean distance to establish a hierarchical grouping relation. 

3 2 10 
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Subject: Machine Learning (6CDS4-02) 

Max Marks- 40 

 

(Set-XII) 

 
Q.No Questio

n 
BL CO MM 

1 Differentiate between Supervised, Unsupervised and Reinforcement Learning 3 1 10 

2 Write the steps of ID3Algorithm 3 1 10 

3 How to apply the apriori algorithm to generate the strong association rule for the given 

transition assumethat min_support =40% and min_confidence  =70% 

 
 

4 2 10 

4 Calculate various distances between three records A, B and C, with two features. 
 

 Feature1 Feature2 

A 45 0.05 

B 60 0.05 

C 52 0.09 
 

4 2 10 

     

. 
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Subject: Machine Learning (6CDS4-02) 

Max Marks- 40 

 

(Set-XIII) 

 
Q.No Questio

n 
BL CO MM 

1  Explain the following a)Linear regression  b) Logistic Regression 
 

3 1 10 

2   Define clustering. What are the different types of clustering explain in detail? 
 

3 1 10 

3 Suppose you have a database on four customers. You know their gender, income and 
whether or not they bought your product. 
 

S. No Income Gender Buy Product 

1 HIGH MALE YES 

2 HIGH FEMALE NO 

3 MEDIUM FEMALE NO 

4 LOW MALE YES 

Using Naïve Baye’s algorithm predicts the probability of buying product given that a 
customer has a high income and is male. 

4 2 10 

4 Apply K-mean algorithm on given data for K=2 use C1(4) and C2(12) as initial cluster 
centers Data : 2,3,4,10,11,12,20,25,30,35 

4 2 10 

     

 

 

 

.  

 

.  
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Assignment Sheet-II 

Session 2023_24 (Even Semester) 

 

Subject: Machine Learning (6CAI-02) 

Max Marks- 40 
 

(Set-I) 

 
Q.No Question BL CO MM 

1 

What is the curse of Dimensionality in machine learning? How PCA is 

used for dimensionality reduction? 

3 3 10 

2 

 
a. What is the node that is next selected (show your work)? 

b. What are the details of the node that gets expanded from the selected node? 

c. Assuming that the simulation (rollout) from the expanded node gives a value of 1 

(that is, player 1 wins), backup that value to all of the affected nodes. 

d. Assume that after this final rollout, we’ve run out of time to run the MCTS 

simulation and must now choose an action for player 1 from state A. What action 

will be chosen and why? 

4 4 10 

3 (a)What is the difference between Forward propagation and Backward Propagation in Neural 
Networks?  
(b)Explain any four activation functions used in a neural network. 

3 5 10 

4 Find the Singular Value Decomposition (SVD) of A, UΣV T ,  

where A = ([3, 2, 2], [2, 3, −2], [5, 2, 9]) 

3 3 10 
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 Assignment Sheet-I 

Session 2023_24 (Even Semester) 

 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 
 

(Set-II) 

 
Q.No Question BL CO MM 

1 

Compare Feature Extraction and Feature Selection techniques. Explain how 

dimensionality can be reduced using a subset selection procedure 

3 3 10 

2 What is HMM? Explain HMM with suitable diagram 
 

3 4 10 

3 Consider the following Neural Network diagram and find the updated 

parameters of the network using one iteration. Sigmoid activation function is 

used at hidden and output layer. Consider only the parameters given in the 

network. (use η = 0.1 and target output = 0.7). 

 

 

 
 

 

3 5 10 

4 find the optimal solution using the Bellman equation. Also update the  table and  find value 

at each state of the given environment. Here Flag represent the Reward(+1) and Fire(-1). 

 
 

3 4 10 
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Session 2023_24 (Even Semester) 

 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 
 

(Set-III) 

 
Q.No Question BL CO MM 

1 (a)What is training, testing and cross validation of machine learning models 

(b) What is overfitting and underfitting? What are the catalysts of overfitting? 

 c) Elaborate Bias Variance dilemma. 

3 3 10 

2 

What s Temporal Learning Reinforcement? When using Temporal Difference 

learning, why is it better to learn action values (Qvalues) rather than state 

values (V -values)? 

3 4 10 

3 (a) Explain the differences between Collaborative filtering and Content based filtering 

(b)What is TF and IDF? How document is represented with TF-IDF explain with an 

example. 

3 5 10 

4 

Refer the neural network given in the figure. Determine the updated 

weight w5 using backpropagation algorithm. Consider the learning rate   

α = 0.5. (Refer given figure ). 

 

 

4 5 10 
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Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 
 

(Set-IV) 

 
Q.No Question BL CO MM 

1 Compare Feature Extraction and Feature Selection techniques. Explain how 
dimensionality can be reduced using a subset selection procedure 

3 3 10 

2 How exactly a Markov Decision Process work in reinforcement learning? 3 4 10 

3 How deep learning overcomes the challenges in conventional machine learning techniques? 
Draw and explain the architecture of different Neural networks. 

3 5 10 

4 
Compute the principal component of following data- 

CLASS 1: X = 2 , 3 , 4        Y = 1 , 5 , 3 

CLASS 2: X = 5 , 6 , 7. Y = 6 , 7 , 8 
 

3 3 10 
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Session 2023_24 (Even Semester) 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 
 

(Set-V) 

 
Q.No Question BL CO MM 

1 Explain the following terms: 
(i) Precision 

(ii) Recall 

(iii) F-score 

(iv) Sensitivity 

(v) Specificity 
 

3 3 10 

2 

 
 

3 4 10 

3  What is the significance of bias in perceptron networks? Obtain the output of neuron Y for 
the given network if binary sigmoid activation function is used. (Refer figure 1). 
 
 
 
 
 
 
 
 
 
 
 

 
 

4 5 10 

4  List various environments for an agent. Compare between following environments. [7] a) 

Fully observable versus partially observable b) Deterministic versus stochastic 

4 4 10 

. 
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Assignment Sheet-I 

Session 2023_24 (Even Semester) 

Subject: Machine Learning (6CAI4-02) 

Max Marks- 40 

(Set-VI) 
Q.No Question BL CO MM 

1 What is Feature Engineering? How do you apply Feature Transformation and feature 
selection in the machine Learning 

3 3 10 

2 Suppose we have 5 rooms in a building connected by doors as shown in the fig below. Note 
that door 1 and 4 leads into the building from room 5(outside).Goal state is Room 5(outside). 
Find the optimal path for an agent using Q learning Algorithm. the reward from door 1to 5 
and 4 to 5 is hundred(100), expect that all reward are equivalent to zero(0) 
 
 
 
 
 
 
 
 
 

  
 

4 4 10 

3 Explain the architecture of feed forward neural network. Give its limitations. [8] 3 5 10 

4 Fill in the blanks/Answer the following.  
(i) Equation for Sigmoidal basis function is ________ 
(ii) Following figure implement which logic 

 
 
 
 
 

 
(iii) Following figure implement which logic? 
 
 
 
 
 
 
 

 
(iv) Logical Expression for z1 is __________ 
 
 
 
 
 
 
 

 
 

4 5 10 
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Assignment Sheet-II 

Session 2023_24 (Even Semester) 

 

Subject: MACHINE LEARNING (6CAI4-02) 

Max Marks- 40 
 

(Set-VII) 
Q. No. Question BL  CO 

1. Illustrate Principal component analysis. Demonstrate how PCA is applied in 

ML.  

3 3 

2. Apply bellman equation and calculate value functions for all states of the 

environment given below.  

 

 
Rewards: 

1: (for goal state),  

0: (for non-goal state) 

-1: (for DANGER state) 

 

3 4 

3. Apply Backpropagation algorithm for following scenario:  

 

3 5 

4. Illustrate Markov Decision Process (MDP). Demonstrate how MDP is 

applied in Reinforcement Learning.  

3 4 
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Subject: MACHINE LEARNING (6CAI4-02) 

Max Marks- 40 
 

(Set-VIII) 

Q. No. Question BL  CO 

1. Find the Singular Value Decomposition (SVD) of A, UΣV T ,  

where A = ([3, 2, 2], [2, 3, −2], [5, 2, 9]) 

3 3 

2. Apply Backpropagation algorithm for following scenario:  

 

3 5 

3. Differentiate between Policy evaluation and Value evaluation in 

Reinforcement Learning. Illustrate how these are applied. 

3 4 

4. How Machine Learning algorithms are evaluated ? Demonstrate the evaluation 

measures required for regression problems. 

3 3 
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Subject: MACHINE LEARNING (6CAI4-02) 

Max Marks- 40 

(Set-IX) 
 

Q. No. Question BL  CO 

1. How Machine Learning algorithms are evaluated? Demonstrate the evaluation 

measures required for classification problems. 

3 3 

2. Apply Backpropagation algorithm for following scenario: 

 

3 5 

3. Find the Singular Value Decomposition (SVD) of X, UΣV T ,  

where X = ([6, -8, 2, 2], [-1, 5, 9, 0], [4, 5, -2, 9]) 

3 4 

4. Illustrate Q-Learning in Reinforcement Learning? Demonstrate how Q-

function is evaluated? 

3 4 
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 Session 2023_24  

Subject: MACHINE LEARNING (6CAI4-02) 

Max Marks- 40 

(Set-X) 
 

Q. 

No. 
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1. In a binary classification task for detecting spam emails, a model correctly predicted 

450 instances as spam (True Positive), correctly predicted 850 instances as non-spam 

(True Negative), mispredicted 30 instances as spam (False Positive), and 

mispredicted 20 instances as non-spam (False Negative). Evaluate the model's 

performance and discuss its effectiveness in distinguishing between spam and non-

spam emails. 

3 3 

2. Consider a 3x3 grid maze where the agent starts at position (0, 0) and the goal is at 

position (2, 2). The agent can move in four directions: up, down, left, and right. The 

numbers in the maze represent the rewards: 100 for reaching the goal, -1 for each 

step taken, and -100 for hitting an obstacle. The agent aims to learn the optimal policy 

to navigate from the start to the goal while maximizing its total reward. 

Determine the optimal action based on its current state using Q-Learning. 

3 4 

3. Consider a simple neural network with one input layer, hidden layer, and output 

layer. The input layer has two neurons, the hidden layer has two neurons, and the 

output layer has one neuron. We'll denote the weights connecting the neurons as wij 

where i represents the neuron in the previous layer and j represents the neuron in the 

current layer. The biases for each neuron are denoted as bj. 

Consider the followings: 

 

Illustrate the iterative process of backpropagation. 

3 5 

4. Imagine you have a dataset containing measurements of 3 different houses, with 

features including: Square footage (sq ft), Number of bedrooms (bedrooms), 

Average income in the neighborhood ($10,000s). 

House Square Footage (sq ft) Bedrooms Average Income ($10,000s) 

1 2000 3 5 

2 1500 2 7 

3 2500 4 8 

Apply PCA to reduce the dimensionality of the data while retaining most of the 

variance. 

3 3 
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1. An image recognition model is deployed for identifying cats and dogs in images. The 

model accurately classified 900 images of cats (True Positive), correctly classified 800 

images without cats (True Negative), misclassified 30 images of dogs as cats (False 

Positive), and failed to identify 40 images of cats (False Negative). Evaluate the model's 

performance and discuss its reliability in animal recognition tasks. 

3 3 

2. Consider a 3x3 grid maze where the agent starts at position (0, 0) and the goal is at 

position (2, 2). The agent can move in four directions: up, down, left, and right. The 

numbers in the maze represent the rewards: 100 for reaching the goal, -1 for each step 

taken, and -100 for hitting an obstacle. The agent aims to learn the optimal policy to 

navigate from the start to the goal while maximizing its total reward. 

Determine the optimal action based on its current state using Q-Learning. 

3 4 

3. Consider a simple neural network with one input layer, hidden layer, and output layer. 

The input layer has two neurons, the hidden layer has two neurons, and the output layer 

has one neuron. We'll denote the weights connecting the neurons as wij where i 

represents the neuron in the previous layer and j represents the neuron in the current 

layer. The biases for each neuron are denoted as bj. 

Consider the followings: 

 

Illustrate the iterative process of backpropagation. 

3 5 

4. Imagine you have a dataset containing measurements of 5 students, with features 

including: Hours spent studying (hours), Scores on Math exam (out of 100), Scores 

on English exam (out of 100) 

Student Hours Studied Math Score English Score 

1 5 80 75 

2 8 90 85 

3 3 70 65 

4 6 85 80 

5 9 95 90 

3 3 
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Apply PCA to reduce the dimensionality of the data while retaining most of the 

variance, aiming to identify underlying factors that might influence both Math and 

English scores. 
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1. A medical diagnostic model is trained to classify patients as having a certain disease 

or not. The model correctly identified 180 patients with the disease (True Positive), 

correctly identified 750 patients without the disease (True Negative), misdiagnosed 20 

healthy patients as having the disease (False Positive), and missed 50 patients with the 

disease (False Negative). Assess the model's performance and its suitability for 

medical diagnosis. 

3 3 

2. Consider a 3x3 grid maze where the agent starts at position (0, 0) and the goal is at 

position (2, 2). The agent can move in four directions: up, down, left, and right. The 

numbers in the maze represent the rewards: 100 for reaching the goal, -1 for each step 

taken, and -100 for hitting an obstacle. The agent aims to learn the optimal policy to 

navigate from the start to the goal while maximizing its total reward. 

Determine the optimal action based on its current state using Q-Learning. 

3 4 

3. Consider a simple neural network with one input layer, hidden layer, and output layer. 

The input layer has two neurons, the hidden layer has two neurons, and the output layer 

has one neuron. We'll denote the weights connecting the neurons as wij where i 

represents the neuron in the previous layer and j represents the neuron in the current 

layer. The biases for each neuron are denoted as bj. 

Consider the followings: 

 

Illustrate the iterative process of backpropagation. 

 

3 5 

4. Imagine you have a dataset containing measurements of 4 different fruits, with 

features including: Weight (grams), Sugar content (grams), Vitamin C content (mg), 

Here's the data: 

Fruit Weight Sugar Content Vitamin C 

Apple 180 10 8 

Banana 130 22 85 

3 3 
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Orange 150 18 70 

Mango 300 40 60 

Apply PCA to reduce the dimensionality of the data while retaining most of the 

variance, aiming to identify potential relationships between size, sweetness, and 

vitamin content. 
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Part A 

(Short Questions) 

1. What is Machine Learning? 

2. List the basic design issues to machine learning.  

3. State version space representation theorem.  

4. How to use entropy as evaluation function? 

5. What are ensemble learning methods in machine learning?  

6. Overfitting vs Underfitting (Bias vs variance tradeoff). 

7. Write functions of supervised and unsupervised learning.  

8. Differentiate classification and regression.  

9. Define Bayes Rule.Why is “Naive” Bayes naïve? 

10. What is support vectors, margin and hyperplane in SVM?  

11. Compare hierarchical and probabilistic clustering.  

12. What is dendograms? Explain its use. 

13. What are the applications of machine learning? 

14. Explain Conditional Probability, Joint Probability, Probability Density Function. 

15. Write a note on Sigmoid, Tanh and ReLU Neurons. or What is activation function? 

State and explain any two activation functions. 

16. Draw the preceptron network with the notation. Derive an equation of gradient descent 

rule to minimize the error. 

17. What are the components of reinforcement learning? 

18. What are the different ways to evaluate the classification problem in machine learning? 

Part B 

(Analytical/ Problem Solving Questions) 

19. Explain linear regression with suitable example 

20. ) What are the support vectors and margins? Explain soft SVM and hard SVM 

21. What are various classification models? 

22. Describe classification tree with suitable example 

23. Explain the hierarchical method of clustering. 

24. Explain two methods for reducing dimensionality. 

25. Define and explain Minority Class, Gini Index, Entropy. 

26. What is Deep Learning and how it is different from Machine Learning? 

27. What is ensemble learning? Explain bagging and boosting. 

28. Explain Linear Perceptron as Neurons. 

29. Explain the role of machine learning algorithms in following applications.  

30.  i) Spam filtering 

31.  ii) Natural Language Processing 

32. What is neural network? Differentiate single layer perceptron with multilayer 

perceptron? 

33.  Explain Recurrent Networks. 

34. Explain with suitable example K-medoids algorithm. 

35. Explain steps of Apriori algorithm.  

36. Describe Gaussian Mixtures.  



37. What is cluster analysis? What are the requirements of clustering?  

38. Write short note on :  

39.  Markov Random Fields 

40.  Hidden Markov Model 

41. What is HMM? Explain HMM with suitable diagram 

42. What do you mean by Hierarchical clustering methods? What are the advantages of 

Agglomerative Hierarchical clustering technique? 

43. What is Machine Learning? Describe Unsupervised Learning. Name two algorithms of 

it.  

44.  What is Likelihood? Describe the concept of Maximum Likelihood Estimation (MLE) 

for linear regression. 

45. What is Overfitting and Underfitting in machine learning model? Explain with an 

example.  

46.  Differentiate with an example Label encoder and One Hot encoder for managing 

categorical data 

47. Explain Elbow method for finding optimal number of clusters. 

48.  Compare Feature Extraction and Feature Selection techniques. Explain how 

dimensionality can be reduced using a subset selection procedure. 

49.  What is the role of PCA in machine learning? How PCA can be implemented on a 2D 

Dataset.  

50. Explain the differences between Collaborative filtering and Content based filtering. 
1.  

Part C  

(Descriptive/ Analytical/ Problem Solving/ Design Questions) 

51. Consider following 8 points P1 = [0.1, 0.6], P2 = [0.15, 0.71], P3 = [0.08, 0.9], P4 = 

[0.16, 0.85], P5 = [0.2, 0.3], P6 = [0.25, 0.5], P7 = [0.24, 0.1], P8 = [0.3, 0.2]. Apply 

K-Means clustering with initial centroids m1 & m2 where m1 = P1, m2 = P8 and 

clusters are C1 & C2. Which cluster point P6 belongs to? 

52. Consider following splits having four features: 

a.  Length = [3, 4, 5] [2+, 0−] [1+, 3−] [2+, 2 −]  

b. Gills = [Yes, No], [0+, 4 −] [5+, 1 −]  

c. Beak = [Yes, No], [5+, 3 −] [0+, 2 −] 

d.  Teeth = [many, few] [3+,4 −] [2+, 1−] 

Find Total weighted Entropy & Gini-index of all Features. 

53. Draw and explain multi-layer perception in detail 

54. Explain following measures used in association rule mining. Also give example of each. 

[8] i) Support ii) Confidence 

55. What is TF and IDF? How document is represented with TF-IDF explain with an 

example 

56. Use Iterative Dichotomiser 3 algorithm to formulate decision tree for the dataset shared 

below. The target variable is to take decision whether to play foot ball or not. 



 
57. The following table shows the results of a recently conducted study on the correlation 

of the number of hours spent driving with the risk of developing acute back-ache. Find 

the equation of the best fit line for this data 

 
58. What is temporal difference Learning. Explain Sarsa and Q-Learning? 

59. What is Bellman equation? How Markov Decision Method work in Reinforcement 

Learning? Also explain how does Q-Table gets updated in Q-Learning. 

60. Consider the following Neural Network diagram and find the updated parameters of the 

network using one iteration. Sigmoid activation function is used at hidden and output 

layer. Consider only the parameters given in the network. (Use η = 0.1 and target output 

= 0.7). 

 
*********** 




































































































































































































































































































































































































