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Abstract

Sustainable development is crucial for a prosperous future, but epidemic diseases like

Coronavirus Disease 2019 (COVID-19) pose real and complex challenges. The global

pandemic, declared by the WHO on March 11, 2020, has led to significant loss of life and

challenges in public health, economy, food systems, and social life. This research article

aims to develop a Machine Learning (ML) model to predict a patient’s COVID-19

diagnosis, as early diagnosis is fundamental for controlling the spread of COVID-19. An
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investigation of the literature and a research study is conducted to find suitable

mathematical methods and measure how they impact prediction models. This paper

analyses COVID-19 pandemic deaths, confirmed cases, and recovered individuals using

Time Series Analysis (TSA) to study the disease's impacts and understand the TAS. A

forecasting model can predict future COVID cases by analyzing trends in time-series and

connecting global changes with government restrictions. Since higher predictive

accuracy is the limitation of ensemble learning algorithms, better ML approaches are

proposed here. Autocorrelation plots clearly showed the results executed for the

considered objectives. The hybrid ARIMA algorithm proposed in this work proved

adequate results.
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Introduction

When the Coronavirus Disease 2019 (COVID-19) pandemic stuck, many countries were

clueless about dealing with it. Many countries were fast enough to close their borders to

restrict the spread of the disease. International borders were sealed. Many countries

imposed a nationwide lockdown where people were allowed to move out of their houses

only in the case of a medical emergency. In public places, only people with masks are

permitted by the rule of social distancing. This pandemic has exposed the fragility of
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a)

b)

healthcare systems throughout the world. The statistics relating to COVID-19, such as the

total number of confirmed, recovered, and fatal cases, are being investigated to take

proactive measures to reduce the spread of this disease. These cases reflect the number of

people who have died from the viral infection.

Time-series data, such as the number of COVID-19 cases, can be analyzed in

several approaches to find developments while developing forecasts. This analysis is done

using Time Series Analysis (TSA), so that the data trend can be determined and future

trends can be found. Time-series helps to understand the trend and nature of the given

data, which will be helpful in forecasting. Because of the extreme seriousness of COVID-

19, its quick spread, and the logistical challenges associated with monitoring and

diagnosing patients, the TSA tests are not recommended for researching infectious

diseases. Are these techniques still effective in the COVID-19 scenario? Is there a more

efficient method for illustrating disease trends and forecasting future trends? Internet

and open-source data and modelling utilities benefit society without sustainability

concerns.

This study aims to identify the TSA approach that provides the most accurate predictions

of COVID-19 case trends. Several individual objectives need to be succeeded in before we

can reach our primary objective:

Select appropriate TSA methods, COVID-19 data formats, and case trend modelling

parameters.

The test selected methods for predicting case trends, comparing their

performance to the baseline and each other, and selecting the most accurate method.

The article continues with the following structure: the section “Literature survey”

focuses on the literature surrounding TSA models. Then, in the section “Methodology”,

develop the recommended ARIMA Model for TSA. The section “Results and analysis”

contains both the findings and the discussion of those findings. The conclusion of the

work is presented at the end of the article in the section “Conclusion and future work”,

along with a few ideas for possible further research.

Literature Survey
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Many researchers have focused on the different dimensions of human life that were

affected by this pandemic. There was a considerable shift in the teaching–learning

process for the students and the teachers. A case study was conducted and accepted for

publication [1, 2] to examine and evaluate the pandemic's impact on the faculty members

at engineering schools and the students who attended classes in those educational

institutions. Rumors and fake posts have created panic during this uncertain pandemic.

For this, the post was collected from Facebook using the Natural Language Processing

(NLP) module. The regression algorithm used for this purpose results in less accuracy as

it is challenging to get Facebook post data. Also, it is not easy to evaluate posts in regional

languages [3]. Some researchers have also used the Term Frequency-Inverse Document

Frequency (TF-IDF) algorithm to check for fake text from almost 50000 research papers

[4].

Climate changes that occurred during COVID-19 are also studied, and it is observed that

due to the lockdown where movement was restricted, pollution was drastically reduced.

[5]. The effect of COVID-19 on the Indian Power sector and the impact of sectorial

parameters, such as consumer demand, the delivery process, and financial resources, has

been investigated in [6].

A study evaluated how the community complies with COVID-19 restrictions using Twitter

data [7]. For this analysis, Twitter data were collected from Indonesia, and words like

COVID-19 panic were searched. These data are analyzed for two classes: obedient and

non-obedient. The logistic regression and the forest are more accurate than the decision

tree.

This pandemic has also affected the stock market trends. In [8], the telecommunication

stock trend during COVID-19 is studied using regression techniques from the Indonesian

stock market. K nearest regression tree gives the best results. Omar [9] proposed sharing

an economic model for the current pandemic. It addresses two questions: how sharing

can be done to avoid an infection and which sharing practices limit the COVID-19 spread.

The severity of the pandemic can be reduced to a considerable level if people with

respiratory diseases, pregnant women, and older people who are more prone to catching

the infection are monitored, and alerts are given to all such people. For this purpose,
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Machine Learning (ML) algorithms like Deep Neural Networks (DNN), eXtreme Gradient

Boosting (XGBOOST), and Logistic Regression (LR) can be used [10].

Josimar studied the effects of COVID-19 in Paris by using Twitter data. Many countries in

Europe share boundaries. Italy was number one in COVID-19 cases, followed by France.

Data were collected from the Twitter Application Programming Interface (API) for this

analysis. After analyzing the data, the conclusion is that many tweets were found during

the control phase about health issues and emergencies. After this lockdown phase, tweets

tended towards economic emergencies [11].

The COVID-19 data are non-stationary data and can consist of noisy signals. For accurate

prediction of the trend from such data in Italy, entropy is used [12]. Chiara [13] proposed a

compartmental model for this epidemic and studied the effects of lockdown, so that

hospital capacity can be quantified. This model uses a Bayesian model called Conditional

Robust Calibration (CRC).

Bangladesh was also worst affected due to the COVID-19 pandemic. To predict the future

trend of this pandemic in Bangladesh, data are collected constantly. For prediction, linear

regression and K nearest neighbors are used [14].

The SEIR model is proposed to study the pandemic behavior in Indonesia with parameters

like distribution, cure rate, mortality rate, communication rate, and movement. To

understand the pandemic behavior in Indonesia, its COVID data are compared with other

countries. SEIR is a type of dynamic modelling in Epidemiology. ‘S(t)’ represents the

number of people who are susceptible to the disease at the time ‘t’, ‘E(t)’ symbolizes the

number of people who are subjected to the disease at the time ‘t’, ‘I(t)’ embodies the

number of individuals who are spreading at the time ‘t’, and ‘R(t)’ stands for the number

of people who are either immune to the disease or died at the time ‘t’. Most epidemics

have an identifiable general form [15].

As can be noticed from the data presented in the preceding Fig. 1, the rate of increase or

decrease in the number of new diseases is directly proportional to the number of people

who are both highly susceptible to the disease and have been subjected to it. In terms of

mathematical information, Eq. (1)
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Fig. 1

SEIR epidemiological model

The value of ‘B’ sets the rate at which infection occurs (per diagnosed individual per at-

risk individual), Eq (2)

The value of ‘µ’ determines the rate of recovery. What this implies is that an average

infectious period is ‘1/ ’.

The drawback of the Susceptible-Exposed-Infectious-Recovered (SEIR) model was that

the number of pre-symptomatic and asymptomatic individuals was not considered

separately in the Exposed classification. In [16], a modified SEIR model is used to model a

pandemic situation in Thailand. This model has ordinary differential equations.

To study the impact of this pandemic, the TSA of the countrywide and statewide data is

considered. As this pandemic started in Wuhan in China, the trend of deaths, positive

$$\frac{ds}{dt}=-\beta SI.$$

(1)

$$\frac{dI}{dt}=-\beta SI-\mu I.$$

(2)

µ

$$\frac{dR}{dt}=\mu I.$$

(3)
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cases, and recovered cases are considered for the TSA.

TSA examines data points collected regularly to uncover underlying patterns and trends.

It refers to studies recorded on an actual variable called time. The intervals can be years,

months, days, or hours. To perform the TSA of any problem, a model representing a time-

series is first built, and then, the model is validated. After these two steps, a model can be

used for predicting future trends.

The study of COVID-19 datasets analyzes the data with TSA to predict the future effect of

the Coronavirus globally or separately. Four prediction models are analyzed: Naïve, Holt’s

Linear trend method, Holt’s winter Seasonal method, and Autoregressive Integrated

Moving Average (ARIMA).

The TSA is done to study the effects of lockdown in India. The ARIMA model is used for

forecasting the trend in the COVID-19. The number of positive cases and tests conducted

was measured for investigation [16].

The model developed contains linear and non-linear time-series models and neural

network autoregressive models to predict deaths accurately, recovered cases, and

vaccination cases.

The coronavirus originated in Italy and Spain, which were also the very first nations in

Europe to be affected. To identify the purpose of modelling the cumulative incidence of

COVID-19 and computing approximate values of the primary development number, rate

of increase, and doubling a period, the highly susceptible Infection-causing Recovered

Model and a log-linear regression model have been used as modelling tools. The results of

this research demonstrate that the predictive value of log-linear regression presents an

improved fit. In Indonesia, tries are being made to predict the future development of

coronavirus disease using ML models [17]. The accuracy of different datasets that include

cases that have been confirmed, loss of life, and cases that were recovered is analyzed in

this study using Facebook's PROPHET Prediction and ARIMA models. The comparison of

the performance of these two models shows that PROPHET model accuracy is better than

ARIMA [18].
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In North Africa, a statistical relation was developed between the number of deaths

resulting from COVID-19 and the number of cases that were confirmed. This linear

statistical relationship was developed between death and confirmed cases in Morocco,

Algeria, and Tunisia in three African regions. The COVID-19 database was determined so

that proper corrective actions can be taken. It is observed that despite corrective actions,

there are essential clusters of COVID-19 present. The statistical relation between the

number of confirmed, recovered, and death cases was established for selecting a proper

prediction technique. It is observed that a linear relation exists between confirmed cases

and death cases, and there is a non-linear relation between confirmed cases and

recovered cases [19].

Prediction models, such as exponentially increasing, smoothing, Autoregressive

Integrated Moving Average (ARIMA), and Seasonal Autoregressive Integrated Moving

Average (SARIMA), can project the number of COVID-19 cases in India. In India, the

effects of holidays have been associated with an increase in COVID-19 cases, and the

SARIMAX model is used to account for this phenomenon. It is observed that the ARIMA

model gives the best accuracy. To assess the accuracy of these models, the Root Mean

Square Error (RMSE) and Mean Absolute Error (MAE) are used.

Epidemiology is the study of infectious diseases in a population by considering all aspects

of a pandemic, like spread, control, and vaccination strategy. The SIR model of

mathematical epidemiology is used for modelling COVID-19 data in Morocco. As

infections have random behavior, stochastic modelling of this data gives results

remarkably close to accurate data (see Table 1).

Table 1 Literature survey

Methodology

Data Set

Johns Hopkins University's Center for Systems Science and Engineering (CSSE) is the

TSA's data repository. Every day, the current information is added to this dataset. The

dashboard provides information about the spread of disease around the world. In addition,

it provides information on the total number of vaccination doses administered across all
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Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Step 1.

countries and states, as well as the number of people who contracted the disease,

recovered from it, and passed away as a result.

The dataset is maintained since 21st January 2020. This paper attempts to implement the

TSA for deaths, recovered, and infected cases in China, USA, and Australia. Table 2 shows

the sample dataset of the US.

Table 2 The sample dataset of the United States (US)

Data Repair

As observed from the dataset, there is more than one administrative region in each State.

Because we plan to conduct the study statewide, we have determined the total number of

accidental deaths, recovered cases, and newly identified infections in each state.

Algorithm: ARIMA Model

Data Preparation: Collect and preprocess Time Series Data (TSD), ensuring

that it is stationary if necessary.

Order Selection: Choose the appropriate p, d, and q values.

This was done through techniques like ACF and PACF plots and tools like the

Akaike Information Criterion (AIC) or Bayesian Information Criterion (BIC).

Model Fitting: Use the chosen p, d, and q values to fit the ARIMA model to your

data using software libraries like stats models in Python.

Model Evaluation: Evaluate the model's performance using residual analysis

and Mean Squared Error (MSE) techniques.

Forecasting: Once the model is evaluated and deemed satisfactory, we can use

it to make future predictions by providing the required lagged values.

Algorithm for Time Series Autocorrelation
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Step 2.

Data Preparation: Collect and organize TSD. This could be daily, weekly, or any other

data interval related to COVID-19 cases.

Calculate Autocorrelation Function (ACF): A correlation between a time-series

and its previous values can be measured using the autocorrelation function (ACF).

Calculate the ACF: Follow These Steps:

Compute the mean (μ) of the TSD.

For each lag (k), calculate the autocovariance between the original series and the

series shifted by k time units.

Normalize the autocovariance by dividing it by the variance of the original series.

This gives you the autocorrelation coefficient for that lag.

The autocorrelation coefficient at lag k is given by:

ACF(k) = Variance of the original series/Autocovariance at lag k.

Interpret the ACF Plot: Make a graph in which the x-axis and the autocorrelation

coefficients indicate that the y-axis embodies the lags. This plot is known as the

autocorrelation plot. Interpret the plot to identify significant autocorrelation values

and patterns. Peaks or spikes in the ACF plot can indicate periodic behavior in the

data.

Partial Autocorrelation Function (PACF): The limited autocorrelation function, or

PACF, finds the correlation between a time-series and its lagged values while

considering the impact of temporary lags. It helps identify the direct effect of each

lag on the current value. Calculate and plot the PACF like ACF to understand the

relationships between different lags.

Interpret the PACF Plot: Like the ACF plot, the PACF plot helps you identify the most

influential lags for predicting future values. Significant spikes in the PACF plot can

guide your choice of lag for predictive modelling.

Model Selection and Prediction: We can choose an appropriate prediction model based

on the insights from the ACF and PACF plots. For example, if we observe a high

autocorrelation at lag 7 (weekly pattern), we might use a lag of 7 to predict the

following week’s value. The current time step's value is predicted using the previous

time step's value; this is a fundamental autoregressive model.
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Step 1.

Step 2.

Step 3.

Step 4.

Step 5.

Step 6.

Step 7.

Step 8.

Step 9.

AutoARIMA Parameter Settings

AutoARIMA is a Python function that automatically selects optimal parameters for an

ARIMA model based on TSD, with standard parameter settings included.

Start_p, Start_q: These parameters define the range of possible values for the

order of autoregressive (p) and moving average (q) terms. By default, they are set to

‘2’.

Max_p, Max_q: These parameters define the maximum values for (p, q). By

default, they are set to ‘5’.

The parameter ‘d’, set to None by default, specifies the distinguished order for

time-series papers, allowing AutoARIMA to determine the optimal value

automatically.

The parameter 'seasonal' indicates whether to include seasonal components

in the model, which is default set to ‘False’.

The seasonal parameter ‘m’, set to ‘1’, indicates the number of periods in each

season when the seasonal option is True.

Start_P, Start_Q: These parameters define the range of possible values for

seasonal autoregressive (P) and moving average (Q) terms when seasonal is True. By

default, they are set to 1.

Max_P, Max_Q: These parameters define the maximum values for P and Q

when seasonal is True. By default, they are set to 2.

D: When the seasonal flag is set to True, the value of this parameter

symbolizes the order of changing seasons that must be performed on the time-

series before it can be considered stationary. By default, it is set to None.

Trace: This parameter controls whether to print debugging information

during model fitting. By default, it is set to False.

These are just some of the commonly used parameters for AutoARIMA. Adjust these

settings based on your specific requirements and the characteristics of test TSD.

Results and Analysis
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Specifications Regarding Hardware and Software

Clarifying the hardware and software used in the experiments is required to provide a

visual representation of the experiment setting to allow users to replicate the results and

create an environment identical to or like the one used in the procedures. As the primary

workstation, an iMac 21.5" "Core i5" 2.3 is used for this research. Tables 3 and 4 list the

required technical details for the hardware and the software versions.

Table 3 Hardware technical specifications

Table 4 Software versions

Analysis of Confirmed Cases in China

In an analysis of confirmed cases in China, we can see that the data for confirmed cases

are displayed province-wide. The data set of confirmed cases in China is provided here in

Table 5. The following data frames present a comparison between the number of

confirmed cases, the number of deaths, and the number of cases that were recovered.

Table 6 indicates the data set for recovered cases, and Table 7 highlights the data set for

the examined death cases.

Table 5 Data set of confirmed cases in China

Table 6 Data set of recovered cases
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Table 7 Data set of death cases

Like the state of China, the number of cases that have been verified and deaths and

recoveries is more significant than usual. As a result, the total number of cases

throughout the province is shown in Table 8. As this number is less, the data set is

summarized countrywide for all other countries.

Table 8 Data set of all confirmed cases in China

While dealing with a time-series dataset, the data may contain the Date, Month, Day, and

time in any format.

To study the time-series more clearly, subplots are plotted for every province. From the

plots and time limits shown in Figs. 2 and 3, we can conclude that Hubei province has the

highest number of confirmed COVID-19 cases. The second largest number of cases is

observed in Guangdong and Shanghai city.

Fig. 2
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Time Series Plot (TSP) of confirmed cases in China

Fig. 3
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TSP of province-wide confirmed cases in China

Time-series has three essential components: trend, seasonality, and error. For the

COVID-19 data, it can be observed that the number of cases varies irregularly due to

imposed restrictions and relaxations given during the lockdown. Therefore, stochastic

models can model them.
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Analysis of Recovered Cases in China

The data form is plotted province-wide for recovered cases to analyze the TSD for

recovered and death cases in China (Fig. 4).

Fig. 4

TSP of recovered cases in China

To analyze the data of recovered cases for every province in China, subplots are plotted for

every province in China (Fig. 5).
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Fig. 5

Province-wide TSP for recovered cases in China
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From the above plots, we can conclude that the highest number of recovered cases are in

Hubei province, followed by Guangdong and Shanghai City.

Analysis of Death Cases in China

To analyze the number of deaths in China according to each province, TSP for the number

of death cases is plotted. There is initially a steep rise in the number of cases (Fig. 6).

Fig. 6

TSA of the number of death cases in China for each province
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Figure 7 clearly shows the number of deaths in each province.

Fig. 7
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TSP for death cases in China according to each province

As a result of having the highest number of reported cases, the state of Hubei also has the

highest number of deaths in all of China’s rural areas.

Analysis of Cross-comparison of Recovered, Confirmed, and
Death Cases

As the Hubei province in China had the most considerable number of recovered,

confirmed, and death cases, this region was chosen for cross-comparison in these three

categories (Figs.4, 8).

Fig. 8

Cross-comparison of three categories in one frame

From the above plots, we can conclude that in Hubei province, the number of confirmed

cases increased after January 2020 and remained constant throughout. The same is the

case for recovered cases. However, the number of recovered cases dropped after June 2021.

Also, the number of death cases is constant throughout this period. Confirmed and death

cases are calculated better to compare the rate of recovered cases (Fig. 9).

Fig. 9
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Cross-comparison of three categories in different frames

From the plots, we can conclude that for Hubei province, the recovered rate has surpassed

death after 2 May 2020 (Fig. 10a–c).

Fig. 10

a–c. Plots for cross-comparison of rates per province
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Cross-comparison of Confirmed, Recovered, and Death Cases in
China’s Hubei, Guangdong, and Zhejiang Province

As Hubei, Guangdong, and Zhejiang have the highest number of confirmed, recovered,

and death cases, these regions are chosen for cross-comparison. From the data frames,

we can conclude that the number of confirmed cases in Guangdong and Shanghai is

almost similar, but Hubei has a different pattern. [26].

Comparing Confirmed Cases in Australia, Canada, and the US

From the plots below, we can conclude that the Australian Capital Territory has the

highest number of confirmed cases in all states in Australia (Fig. 11).

Fig. 11

Confirmed cases in Australia

Alberta State has 500,000 cases in Canada, the highest among all the states in Canada

(Figs. 12 and 13, 14 California, Florida, and New York have the highest number of

confirmed COVID-19 cases (Figs. 13).

Fig. 12
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Statewide confirmed cases in Australia

Fig. 13

Statewide confirmed cases in Canada

Fig. 14
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a and b Statewide TSP of confirmed cases in the U.S

Cross-Comparison of Confirmed Cases Reported on Cruise Ships
in the US and Other Countries

The Cruise ships are also listed under country/region in the dataset. The confirmed cruise

ship cases are plotted on TSPs for a complete data analysis. Figure 15 shows that the

number of confirmed cases on the Diamond Princess Cruise ship has rapidly increased in

mid-February 2020.

Fig. 15

TSP of confirmed cases on ‘Diamond Princess’ Cruise ship .
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TSP for confirmed cases of Grand Princess indicates that this number increased rapidly in

mid-March and the end of March 2020 (Fig. 16)

Fig. 16

TSP of confirmed cases on “Grand Princess” Cruise ship

Plotting Time Series Lag Scatter Plots

Scatter plots are used to observe the relationships between the observation and the

previous observation, i.e., lags. The data in the scatter plot represent individual data points

and patterns used to identify correlation relations. Scatter plots also indicate the presence

of data lags or outlier points, so that data segmentation can be done quickly.

Relations deduced from scatter plots can be positive or negative. If data point clusters are

from the bottom left to the top right, it indicates a positive relation. On the other hand, if

data points cluster from the top right to the bottom left, then it indicates a negative

relation. If more data points are closer to the diagonal line, it indicates a more substantial

relation; if data points are scattered, it indicates a weak relation.

As in the COVID-19 data, there are simultaneous records of confirmed, recovered, and

death cases over time; the resultant time-series is multivariate time-series. It can be

represented as

Figure 17 shows a scatter plot for confirmed cases in Hubei province in China. As most of

the points are remarkably close to the diagonal, we can say that it has a strong relation,

and because the points are increasing from bottom left to top right along the diagonal, we

can conclude that this relation is a positive correlation relation. There appears to be a

$$y\left( n \right)\,\, = \,\,\left( {y\left( 1 \right) \ldots \ldots ..y\left( l \right)}

\right)^{T} .$$

(4)
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strong linear pattern in confirmed cases at ‘t’ and ‘t + 1’, which confirms the first-order

autoregression model.

Fig. 17

Scatter plot of confirmed cases in Hubei

The scatter plot can be tested for observations in the previous 7 days and the last month.

Figure 18 subplots indicate a strong positive correlation with each value in the last week.

From all the scatter plots for different time limits, there are very few outliers in the data.

All the data points are very close to the diagonal, which indicates a linear relation.

Fig. 18
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Scatter plot for different time limits

Time Series Autocorrelation Plots

The strength of the relationship between observations, their lag values, and their type can

be quantified in time-series using auto correlation. Autocorrelation measures the extent

to which lagged values are related, i.e., y(t) and y(t-k). To determine the direction and

trend from individual correlation coefficients, all the correlation values are plotted. The

autocorrelation is given by the ratio of the auto covariance by Variance.

Given the time-series (Y , Y …Y ), the autocorrelation function at the lag ‘k’ is given as

To identify the appropriate TSA model, the autocorrelation function is plotted in Fig. 19

which shows an autocorrelation plot for confirmed cases in Hubei province.

Fig. 19

1 2 N

$$rk\,\, = \,\,\,\,\frac{{\mathop \sum \nolimits_{i = 1}^{N - k} \,\,\left( {Y_{i + k} -

\overline{Y}} \right) \,\,\left( {Yi - \overline{Y}} \right)}}{{\mathop \sum \nolimits_{i =

1}^{N} \,\,\,\left( {Yi - \overline{Y}} \right)}}$$

(5)
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Autocorrelation plot for confirmed cases in Hubei

The above plot shows a lag in terms of the number of days on the x-axis and the

correlation value on the y-axis. The dotted lines indicate that correlation values beyond

these lines are statistically significant. In Hubei province, a strong correlation has been

seen before day 6.

Conclusion and Future Work

The lesson all countries learned from this pandemic is to monitor the situation and take

precautionary measures closely. Using data analysis and computational modelling, this

paper proves the feasibility of performing COVID-19 analysis. Suitable COVID-19 patient

prediction algorithms are identified through a systematic literature review. In this paper,

the effects of the pandemic are studied in China, Australia, the US, and Cruise ships. A

cross-comparison of recovered, confirmed, and death cases is done, and areas severely

affected by this virus are identified. The accuracy of ML models is evaluated using

training with patient record sets and TSA performance with accuracy measurement

metrics. COVID-19 prediction features have been tested using different algorithms in

available real-time patient data.
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Future work will focus on calibrated and advanced hybrid ensemble methods for faster

problem-solving and better results. Getting huge real-time datasets is a big challenge for

performing analysis. Because many hospitals do not support real-time patient data,

devices with sensors and features can detect diseases using AI techniques. Scatter

demonstrates strong linear relations, aiding regression models in forecasting future cases

with improved accuracy. Higher predictive accuracy of coronavirus existence in human

bodies with many new variants like omicron will be the scope of future work. Quantum

deep learning approaches will solve this problem in the near future.
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